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ABSTRACT

Nowadays, billions of people use the Web in connection with
their daily needs. A significant part of the needs are consti-
tuted by search tasks that are usually addressed by search
engines. Thus, daily search needs result in regular user en-
gagement with a search engine. User engagement with web
sites and services was studied in various aspects, but there
appear to be no studies of its regularity and periodicity. In
this paper, we studied periodicity of the user engagement
with a popular search engine through applying spectrum
analysis to temporal sequences of different engagement met-
rics. We found periodicity patterns of user engagement and
revealed classes of users whose periodicity patterns do not
change over a long period of time. In addition, we used the
spectrum series as metrics to evaluate search quality.

Categories and Subject Descriptions:
H.1.2 [User/Machine Systems]: Human information process-
ing; H.5.2 [User interface|: Evaluation/methodology.

General Terms: Measurement, Experimentation

Keywords: User engagement; periodicity; DFT; spectrum
analysis; quality metrics

1. INTRODUCTION

Some aims of users navigating the Web arise extremely
rarely, some others arise repeatedly and make users access
certain web services on a regular basis. The permanent us-
age of a particular service usually refers to a user engagement
with it. The engagement is one of the major aspects [18| of
user behavior that affects the profit and the popularity for
majority of web sites. Thus, it is highly important for a web
service to know and understand how its users are engaged.
In order to describe and quantify user engagement, a series
of metrics are developed. They could reflect different as-
pects of user engagement, from loyalty (e.g., the number of
sessions per user per day [21]) to activity (e.g., the number
of visited web pages [15]).
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Web service usage is closely related to the individual life
cycles of users (work, entertainment, holidays, etc.) that
should result in periodicity of user engagement metrics. How-
ever, to the best of our knowledge, the effects of repetition
and periodicity in user engagement are largely understudied
in the existing research on user engagement (see Section .

In the current paper, we focus on periodicity in search be-
havior of users engaged by a search engine. On the one hand,
one week and one year periodicity of behavioral metrics av-
eraged over all users is well knowrﬂ On the other hand,
the periodicity patterns for each individual user could vary
significantly and may not match with the average periodic-
ity |14]. For instance, an office worker uses a search engine
for her work-related purposes at her work place. Therefore,
her engagement with the search engine will be observed only
within working days with different intensity which depends
on the worker’s schedule. On the other hand, a student may
intensify her search engine usage during preparations for a
test that could be held once every two or more weeks. Thus
her search periodicity pattern differs from the pattern of
the office worker. This motivates us to develop a methodol-
ogy that detects periodicity phenomena in user engagement,
and, in our work, we study and apply a technique that ex-
tracts individual periodic patterns of search engine users.

In order to catch periodicity in user engagement variance,
we apply spectrum analysisﬂ Namely, we regard basic en-
gagement metrics of a user (obtained from internal logs of a
popular search engine) as time series within 4-week periods.
Then, we translate them into sequences of Fourier ampli-
tudes in a frequency domain by means of the discrete Fourier
transform (DFT). We perform a detailed analysis of the ob-
tained data and we show that there are identifiable patterns
of user periodic behavior. Then we study the changes of
these patterns over a period of five months. Further, we
find stable groups of users that do not change their 4-week
periodicity pattern during the long time period. We also
show that the user engagement metrics extracted from the
frequency domain are more consistent over the five-month
period than the ones extracted from the source time do-
main. All these results justify the positive effect of applying
the DFT for extracting periodicity from the user behavior
data and represent the first major contribution of this study.

We reinforce the results of our analysis by applying the
proposed method to evaluation of changes in a search sys-

Tt is noted both in related work [14} 16} 20| [22] [24] [17] and
observed in our study (see Section [5]).

2Spectrum analysis is commonly used for identification of
periodic phenomena in temporal sequences 23| 22} [24].



tem. Development of a search engine is based on ongoing
updates, which are shipped permanently. In order to val-
idate the positive effect of a change or at least to prevent
its negative consequences, the development team compares
the updated version of the service with respect to the previ-
ous one. The comparison is made in terms of quality, which
needs to be quantified. This motivates to develop and study
new search engine quality metrics. Variations in the ranking
algorithm or the user interface (UI) may significantly change
the habitual ways of interaction with the service and, there-
fore, may affect user periodicity behavior, which could serve
as an indicator of these changes. In order to examine this
assumption, we apply our periodicity patterns as new qual-
ity metrics (56 in total) and we validate them on a series
of experiments that show (a) their insensitivity to changes,
where updated version coincide with the previous one and
(b) their sensitivity to artificial deterioration of the quality
of different components of the search engine (such as the
ranking algorithm, the UI, and the engine efficiency). In
our experiments, we show that frequency domain approach
for extracting periodicity patterns can be effectively used
to provide more sensitive quality metrics for search engine
evaluation. We regard this as the second major contribution
of our study.

The rest of the paper is organized as follows. In Section[2]
the related work is presented. In Section [3| the periodicity
patterns of individual user behavior are introduced and the
research questions are stated. In Section 4l we describe our
user engagement data. In Section [5| the basic analysis of
the periodicity patterns is presented. In Section[6] the long-
term changes of user periodicity behavior are studied. In
Section[7] the periodicity patterns are applied as metrics for
search quality evaluation. In Section [8] the study’s conclu-
sions and future work are presented.

2. RELATED WORK

We compare our research with other studies in three as-
pects. The first one relates to search engine usage studies.
The second one concerns periodicity in user behavior. The
third aspect refers to analysis of user engagement with web
services in general.

Search engine usage studies. On the one hand, the
search engine usage studies on a high level could be divided
with respect to short-term (within a search task or a search
session) and long-term (across a series of such tasks and
sessions) usage. On the other hand, they could be regarded
both with respect to user interaction with the service and
with respect to user’s profit from usage of the servicﬂ All
these aspects are closely interrelated. For example, user
dissatisfaction with a particular attempt to solve a search
task may lead to a switch |25 |7, 4] [19] to another search
engine on the short-term level. Simultaneously, a series of
satisfied interactions with the service lead to the notion of
user happiness [6, 9} |8, /10] on the long-term level. In our
work, we study user engagement which is the long term user
interaction component of the described classification.

Existing studies of user engagement with a search engine
are three-fold. First, the studies 26| |11] discovered the re-
lationship between search success and search engine reuse

3 Actually, these classifications could be applied to any user
need and to any product or service satisfying the need (not
necessarily a search need).
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with respect to three search engines of different popularity.
The authors of |26] also identified three groups of behavior
patterns of simultaneous usage of the search engines within
6-month period (users who use only one search engine, who
change search engines periodically, and who switch to an-
other search engine and do not return back). In our work,
we study 4-week behavior patterns, and their tendency to
be stable during 5-month period is identified.

Second, some studies focused on the prediction of future
changes in some user engagement metrics. Prediction of
user switching type (no switch, persistent switch, or oscil-
lating switch) between search engines during 26 weeks was
studied in [26]. The authors of |21] developed a binary clas-
sifier to predict user engagement increase/decrease in the
future week. They utilized the average number of sessions
as the primary engagement metric on a par with some non-
engagement measures (query types, user satisfaction, etc.)
from the last three weeks.

Third, user engagement is used as service quality metrics
for search engine evaluation. The search engine quality can
be evaluated on different levels: the quality of a particular
service component (e.g., a ranking algorithm, the user in-
terface, etc.) and the quality of the web service as a whole
either on short-term interactions (e.g., by evaluating search
task satisfaction, switching, etc.) or on long-term usage
(e.g., changes in happiness and engagement). The authors of
[21] evaluated different changes in search relevance of a pop-
ular search engine by means of the A /B testing methodology
with respect to the average number of sessions and several
non-engagement measures reflecting query types and user
satisfaction. The absence time (the time between two user
visits) on a par with other engagement metrics was applied
[5] to compare different ranking algorithms used at Yahoo!
Answers by means of survival analysis. This methodology
was applied in the recent study [2] to evaluate a web search
engine changes in its ranking algorithm and its user inter-
face. In our study, we utilize 56 new features resulted from
the DFT of 4 engagement measures in order to evaluate,
by means of A/B tests, different changes of the search en-
gine ranking algorithm, changes of the user interface, and
changes of the engine efficiency (see Section .

Periodicity in user behavior. To the best of our knowl-
edge, no existing study investigated periodicity of individual
user engagement. The existing works refered to the period-
icity problem as seasonal factor (i.e., between years 20} (14])
or as weekday specific factor (i.e., between weeks [16} [17]).
In both cases the term “periodicity” was mentioned either as
a component of trend models (seasonal-trend decomposition
methods [20, [16] or autocorrelation techniques 27, [17]) or
as a variability of user behavior within a week (which was
taken into account by introducing the day of the week as
additional variable of models [5] and by providing different
models for weekdays and weekends separately [16] [14]). In
our work, we apply the DFT [23] to user engagement time
series in order to encode the periodic behavior of an indi-
vidual usevﬂ Then, deep short-term and long-term analysis
of user engagement periodicity are provided (see Sections
and |§| respectively).

User engagement with web services. The user en-
gagement was studied not only for search engines, but also

4The DFT was applied to time series of query popularity
(aggregated over all users) |22} |17],124) and was used to detect
dominant periods of the popularity variation over time.



for a wide range of web sites. The time between two suc-
cessive user visits was used to understand differences in be-
havioral, content, and structural characteristics of web sites
[1). The authors of |16] compared different web sites with re-
spect to user engagement metrics of popularity, activity, and
loyalty that are aggregated over users for each web site. Us-
ing these metrics they obtained some engagement patterns
(models) of the studied web sites. The research described in
[15] is also devoted to comparison of a web site group with
respect to multitasking user behavior, which analysis takes
into account backpaging and tab switching during a brows-
ing session. They used the number of page views and the
dwell time (the presence time on a web site), both on visit
and session levels, as the main engagement metrics of user
activity. In our work, we study individual periodic behavior
patterns of users (not web sites) based on both loyalty and
activity aspects of their engagement.

3. FRAMEWORK AND NOTATIONS

In this section, we introduce methods of spectrum analysis
(23] (also known as Fourier analysis) whose main component
is the discrete Fourier transform (DFT). We remind the
key points of the DFT in the next subsection. After that
we motivate and discuss its application to the problem of
extracting patterns of user engagement periodicity.

3.1 Discrete Fourier transform

Let x = (xo0,%1,..,£n—1) be a sequence of N complex
numbers, i.e., a vector in the space CV. Let {f*} "' be
the basis, where each basis vector f* is the harmonic (sine
wave) with coordinates f¥ = ¢'“*" /N, n € Z The values
wr = 27wk/N, k € Zn, are called the Fourier frequencies
(angular frequencies). Then, the discrete Fourier transform
(DFT) of the sequence x is the sequence of its coordinates

in the harmonic basis {fk szfol, that is, the series of complex
numbers
N—1
i 21k
_ iwgn _
X, = 270 Tne , Wg = N k € Zn. (1)

So, the DFT is a bijective map from the source domain into
the frequency domain F(x) = (Xo,.., Xn-1), F : CV < CV.

Each complex number X, could be represented in the form
X, = \Xk|ei*"’“,k: € Zn, where | X}| is the absolute value of
the complex number and ¢y, is its argument. The sequence
of the absolute values normalized by N

Ax) = (% V(LN—” )

is called the amplitude series (the amplitude vector or pe-
riodogram w.r.t. wy [23]). The sequence of the arguments
®(x) = (g0, .., on—-1), ® : CV = [0,2m)V is called the phase
vector. The amplitude A(x)) represents the magnitude of
the sine wave with the frequency wy presented in the se-
ries x, whereas the phase ®(x); represents how this wave is
shifted.

Ifx € RV, then Xy € R, and the DFT of x € R possesses
the symmetry property: X = Xn_k, k = 1,.., [N/2]|ﬂ If
x € Ry™N (the case of our study), then Xo > 0 and |Xj| <
Xo, k € Zn. Thus, without loss of generality, from here on

), A:(CN—HR{;’,

®We remind that €'? = cosp + ising, i is imaginary unit,
and Zy = {0,1,..,N — 1}.
5% = a — ib is the complex conjugate of z = a + ib.

29

in the paper the investigation of the amplitude series A(x)
is replaced by investigation of its truncated part A(x) =
(A(x)o, .., A(X)[n/2]) (using the same notation).

3.2 Periodicity patterns

Further we discuss some useful properties of the studied
transformation. Let us consider some examples. Suppose
that the time series (0, .., 0, , 0, ..,0), n € Zn, has only one
non-zero element (e.g., it represents a single user activity),
then its amplitude vector is constant (|x,|/N, ..., |zn|/N) in-
dependently of the position n of the non-zero value z, in
the series (e.g., see Fig. [2| col. “cS6”). In other words, the
time information (position) of the single activity is accom-
modated in the phase component, whereas the activity type
is bear by the amplitude component. The second exam-
ple is provided by a time series, which is nearly constant
(e.g., it represents a permanent constant user activity), i.e.,
x = (a+€o0,.,a+en-1), |en] < |a|], n € Zy. In this case,
the amplitude vector is of the form (|a| + do,d1,...,0n—1)
with small components |0x| < |a|, k € Zn (e.g., see Fig. 2]
col. “A17). So, the amplitude vector carries the proportions
between the magnitudes of the sine waves of different peri-
odicity and disregards their shifts encoded by phases. Thus,
the amplitude vector is the main component of the DFT for
our study of user periodicit,

The main goal of our study is to catch patterns of user en-
gagement periodicity. In order to separate this periodicity
from the total amount of user engagement, we normalize the
amplitude series by its zeroth component and obtain the nor-
malized amplitude series Ax(x) = A(x)/.A(x)o, which we
refer to as the periodicity patter Note that the normalized
amplitudes are equal to the amplitudes of the normalized
source series, i.e., the equality Ax(x) = A(x/||x||1) holds,
where ||x|1 = Zi::)l |zn|/N is the l;-norm of x. Thus,
we have Ax(x) = Anx(y), if x = Ay. It means that the
normalized amplitude Anr(x) captures periodicity of x with
respect to its scale and does not distinguish between two
source series that differ by a multiplicative constant only.

Series under study. In our work, we study time series
of different user engagement features and their transforma-
tions. Given a user’s engagement feature, under our study
are the following series: (a) x is the source time series of
the feature of length N; (b) A(x) is its amplitude series of
length [N/2]+1; and (c) An(x) is its periodicity pattern (or
normalized amplitude series) of length [N/2].

3.3 Research questions

The main goal of our study is to identify the benefit of
spectrum analysis methodology for analysis of user engage-
ment (and particularly its periodicity). Thereupon, we trans-
late this objective into the following research questions:

e [RQ1] Could clusters of users with common periodic-
ity behavior be identified?

e [RQ2] Could users with stable periodicity be identi-
fied?

e [RQ3] Could the features of spectrum analysis be used
with profit in a practical problem faced by a search
engine?

"A study of phases is left for future work.
8Since we always have An(x)o = 1, we assume that the
series Axr(x) begins with Axr(x)1 from here on in the paper.
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Figure 1: The distribution (avg, sd, and the heat
map) of users from the sets U1 and U, w.r.t. each
component of the source time series x, the amplitude
series A(x), and the periodicity pattern Ay (x) for
each engagement measure.
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4. THE DATA

Engagement measures. For each user, we study 4 basic
additive measures, which represent both loyalty and activity
aspects of user engagement. They are (aggregated over a
day):

e the number of sessions (cntSess);

e the presence time (sum of session times, tmSess);
e the number of queries (cntQu);

e the number of clicks (cntCl).

The measure cntSess corresponds to the loyalty aspect of
user engagement, whereas the measures tmSess, cntQu and
cntClick correspond to user activity 21].

Time periods. We take the logs of Yandex’| one of the
most popular search engines, from the 1st September, 2013
to 15th March, 2014 (196 days). For each user, we split her
actions (i.e., interactions with all web services of Yandex)
to sessionﬂ Using this data, for each day in the time
period and for each user, we calculate number of sessions,
presence time, number of queries, and number of clicks that
she produced in that day. Then we define 28-day period
(4 weeks) as the basic time length of the source sequences
under study (i.e., N = ZSE We split the data sequences
to 7 consecutive 28-day periods {T;}5_q, |T;| = 28.

Sets of user Then, for each i« = 1,..,5, we build
the set Up,; consisting of users that have at least one action
during each of the time periods T;_1, T;, and Ti+1H For

9vandex.com

10A session is commonly defined as a sequence of actions
whose dwell times are less than 30 minutes 21).
"This length allows to catch periodicity between weeks and,
meanwhile, study its long-term changes as we further de-
scribe.

2In this paper, we use cookie IDs to identify users as done
in other studies on user engagement .

13Thus, we eliminate the impact on our periodicity patterns
from the effects, when a user can start for the first time
or finish at all using the search engine in the studied time
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a deeper study on periodicity, we also consider the set of
active users Uy ; C Up; (i = 1,..,5) formed by those users
that have actions at 14 days of the period T; at least. The
user set U,,; consists of around 33-39% of the users from
the set Uy ;, but it makes 72-79% of their sessions, 74-83%
of their presence time, 73-81% of their queries, and 74-82%
of their clicks (depending on ). We use the intersection of
the user sets U, = ())_,Up.; (a user is presented in each
time period) and U, = ﬂle Ua,i (a user is active in all time
periods) for long-term studies. Each of the studied user sets
contains several millions of users.

Thus, for each engagement measure (cntSess, tmSess,
cntQu, and cntCl), for each time period T;,7 = 1,..,5, and
for each user belonging to the set U, ;, we have the 28-length
source time series of the engagement measure. So, each user
may possess up to 20 source time series, each of them is pro-
cessed through the DFT providing the 15-length amplitude
series and 14-length periodicity patterns.

5. SPECTRUM ANALYSIS

In this section, we provide the analysis of the periodic-
ity patterns within one time period. First, we provide basic
analysis of the studied series for our data sets. Second, we
identify groups of users that represent similar periodicity be-
havior. The results are presented for the time period Ty, the
ones for the other periods are analogous. The relationships
among the periods are studied in the next section.

5.1 Basic distributions of the series

In Fig. |1} we presen@ the distribution (the average value
avg, the standard deviation sd, and the heat map) of users
from the set Up,1 with respect to each component of the
source time series x, the amplitude series A(x), and the pe-
riodicity pattern Aar(x) for each of the 4 engagement mea-
sures. We see that the components of the source time series
x vary considerably among users. The loyalty user engage-
ment measure is less oscillating than the activity ones: the
average values of normalized amplitudes Ay (x) are greater
than 0.4 for (tmSess, cntQu, and cntCl) and are lower than
0.4 for cntSess. However, the distributions’ shapes do not
differ noticeably among engagement measures. Therefore,
due to the space constraints, several results discussed fur-
ther are reported only for one engagement measure (usually
for cntSess), when they are similar for the others.

The same results are presented at the bottom of Fig. [I] for
the active users Uy,1 (they interact with the search engine
at least 14 days in the time period) only for the number of
sessions (cntSess). The main difference from the set U1 is
seen at the top of its heat map: the periodicity patterns are
noticeably lower 1. Hence, some other observations made
for the set Up,1 are more clearly visible for the active users:
the distributions of the normalized amplitudes Axs(x) are
shifted closer to 0 and smoother (see also Fig. , the peaks
at frequencies k € {4, 8} are more dominating among others.

The peaks in the distributions of the Anr(x)x for the set
Up,1 (see Fig. p)) correspond to the clusters of periodicity
patterns (further in our study) whose centroids are presented
in Fig. EI As well, we observe analogous steps on the dis-

period T; (e.g., a user clears its browser cookies). It is about
24-27% of all users depending on i.

MFrom here on in the paper we hide all absolute values for
confidentiality reasons.
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Figure 2: The distribution and examples of users from several periodicity models (A1, A2, B, C, D1, D2,
¢S6, and cS7) w.r.t. the number of sessions cntSess (see Section for details).
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Figure 3: Density of distribution of users i4,,; (p) and
Ua,1 (a) w.r.t. the value An(cntSess)y, k=1,4,7,14.

tributions of the active users Ua,1 (e.g., see Fig. [3[a) for the
freq. k = 4 near the value 0.36 and k = 14 near 0.25), they
are also detected further in our study (see Fig. [2).

The weekly periodicity is clearly observed on the values of
the source time series averaged over users. This periodicity
is also detected by the periodicity patterns and is expressed
by the peaks on the amplitude series at frequencies k = 4
and These frequencies are responsible for the weekly
periodicity, as it is seen for users whose activity drops at
weekends (see Fig.[2] col. “B”). A single day interaction type
with the web service (as examples in Fig.[2] col. “cS6”) could
not be detected by the average values of the series, while
the heat maps of periodicity patterns detect such type of
activity (Fig. [1} An(x) are near 1) and show a considerable
amount of such users (see also several slices of distribution in
Fig. p)) Thus, our periodicity patterns are able to catch
and encode basic periodicity types. Further in our paper, we
show how the periodicity patterns detect more complicated
activity types, which are difficult to find in the source time
series with the naked eye.

5.2 User engagement periodicity models

In this subsection, we identify groups of users which have
similar periodicity behavior. They are referred to as the pe-
riodicity models of user engagement. We utilize standard
k-means clustering algorithm with respect to the period-
icity patterns An(x) that were treated as vectors of 14-
dimensional space of normalized amplitudes. We run it 10
times with random seed means for different numbers of clus-
ters K (from 2 to 30). Further we report the most interesting
results only. We find that the most sensible and stable clus-
ters are detected for K = 7 (for all users) and for K = 6
(for active users

We present the results of the clustering for the active users
Ua,1 in Fig. 2] with respect to the number of sessions cntSess

YBFrom the DFT properties, it follows that the amplitudes
A(x), = 0 for k not divisible by 4, if the series x is periodical
with period 7 (N =4-7).

5For these K, all 10 runs converges to the same centroids.
Greater K results in different centroids for different seed
means.
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Figure 4: The 7 cluster centroids for each engage-
ment measure across users Up,.

(the silhouette coeﬂicienﬂ SC = 0.322): there are the pe-
riodicity models Al (23.2%), A2 (21.7%), B (17.5%), C
(13.4%), D1 (14.1%), and D2 (10.2%). Each group is sup-
plied by the heat map of its periodicity pattern distribution
and two example users with its source time and amplitude
series which are close to the centroids. The periodicity mod-
els A1, A2, B, and C have strong and coherent interpreta-
tions. The users from A1l (the permanent model) interact
with the search engine permanently and, thus, their peri-
odicity patterns are small (i.e., all sine waves are smaller
than a constant). The users of A2 behave similarly (to-
gether with A1l they form 44.9% of all users), but their
variation in interaction activity is higher. The users from
B (the office worker model) interact with the web service
with week-periodicity, which strongly reflects in the domi-
nation of the 4-th and 8-th components of their periodicity
patterns (i.e., the sine waves with the periods multiple of 7
days dominate among others). The users from C (the holi-
day model) have up to 10-day drop in search engine usag
which is reflected in the domination of the 1-st component of
the periodicity patterns (i.e., the sine wave with the period
of 28 days dominates others). The activities of users from
D1 and D2 have both large variation and have no sensible
periodic interpretation. The relationship between all these
periodicity models during the 20-week time period is studied
in Section

We present the centroids and the silhouette coefficients
(SC) of 7-clustering of all users U, (not only active, as be-
fore) with respect to periodicity patterns of different user
engagement measures in Fig. [d] First, we see that the ob-
tained periodicity models are of similar form in vast majority
of the cases. The only one exception is the group cC6, which
represents the users that have no clicks at all (i.e., the source
time series of the number of clicks consists of zero values).
The other user engagement measures cannot have zero time-

en.wikipedia.org/wiki/Silhouette_(clustering)

18We remind that the absence of a user activity at the start
or at the end is not caused by their start or end of usage of
the search engine (see Section@
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Figure 5: Density of distribution of users U, w.r.t.
theirs correlation coefficients between the time peri-
ods T; and T for the source time series and for the
amplitude series.

series, thus the analogous cluster is not detected for them.
Second, comparing the models of all users (w.r.t. the num-
ber of sessions cntSess) and the ones of the active users
Ua,1 (Fig. , we see that the latter ones do not include the
clusters ¢S5, ¢S6, and ¢S7, due to the latter clusters rep-
resent the users with very low activity model. For instance,
the periodicity models ¢S6 and cS7 are presented in Fig.
where the examples demonstrate which periodicity behavior
are encoded by each model.

The basic and cluster analyses of user periodicity behav-
ior, described in this section, allow us to conclude, that the
periodicity patterns provide strong identification of several
large user clusters with common coherent periodicity behav-
tor. It is the answer to the RQ1.

6. LONG-TERM PERIODICITY CHANGES

In the previous section, we provided a deep analysis of
the source time series and their periodicity patterns of in-
dividual users within a 4-week period. Now we study how
the periodicity patterns change across a sequence of such
periods, namely within a 20-week period.

6.1 Correlation between the series

First of all, we investigate how the user series (both the
source time series and the periodicity patterns) are similar
across periods {']I‘i}?zl for the same user. We measure the se-
ries similarity in terms of correlation of series, i.e., the cosine
of the angle between the series: cos(x,y) = (x,¥)/(Ix|ll¥])
for any non-zero series x,y, (X,y) = Y., Tnyn and Ix||? =
(x,x). Thus, given a user, the engagement measure, the se-
ries type (the source time series or the periodicity pattern),
and time periods T; and T, one has a correlation coefficient
whose distribution over a set of users is investigated.

The distributions of users U, w.r.t. their correlation coef-
ficients between the time periods T; and T2 for the source
time series and for the amplitude series are presented in
Fig.[f] The average values of the correlation coefficients for
the source time series are equal to 0.65sq0.15 for cntSess,
0.41540.19 for tmSess, 0.445q0.18 for cntQu, and 0.41s40.19
for cntCl, whereas the ones for the amplitude series are
0.95540.03 for cntSess, 0.915q0.04 for tmSess, 0.915q0.07 for
cntQu, and 0.90s40.1 for cntCl. The results for all users U,
are less dramatic, but analogous. For instance, for the num-
ber of sessions cntSess, the average values are 0.39540.26 (the
time domain) and 0.89sq0.06 (the frequency domain). Mean-
while, the distributions for the same series types (both in
the time domain and the frequency domain) do not vary no-
ticeably over the distance between the time periods. For in-
stance, the average values among active users U, for cntSess
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in the frequency domain are 0.945:40.03 for the pair T1 — T3,
0.9393(10403 for Tl — T4, 0.9435(10,03 for T1 — T5.

These results show that the same time series data have sig-
nificantly better correlation across months in the frequency
domains (processed through the DFT) than in the time do-
main (in the source form) both for all users and for its active
subset. In other words, the periodicity patterns catch those
individual user behavior traits that do not change during a
long time period.

6.2 Transitions between periodicity models

In order to investigate, how user’s periodicity models change
over a long time period, we apply the clustering algorithm
(as in the previous section) to the active users U, The
resulting cluster centroids are presented in Fig. [f] We see
that the obtained periodicity models are of the same form as
for U,,1 in Fig. |2|, but differ in their sizes due to differences
in the time periods (see further).

The transition map of users U, between the six periodicity
models (user groups) during 20-week time period (T;, 7 =
1,..,5) is represented in Fig. m The nodes’ radii are pro-
portional to the sizes of the groups at each time period
Ti,i = 1,..,5. The thickness of the lines between the nodes
are proportional to the amount of users that switch between
the models. Each transition T; — Tit1,7 = 1,..,4, is sup-
plied by a diagram of switching between the models (the bar
graphs represent the percent of users that stay in the same
cluster or switch to another one w.r.t. the number of all
users). From Fig. m one could learn that there are 3 stable
periodicity models (A1, A2, and B) across all periods ex-
cept T4. At the time period T4, the holiday model C grows
by significantly accumulating users from other groups and
especially from the clusters A1, A2, and B. And further, at
the time period T, the usual distribution of users restores.

What happens at the time period T4? One could see that
the periodicity model C corresponds to the periodicity pat-
tern, where the frequency wi dominates others (see Fig. [2|
col. “C”). It corresponds to the users whose activity is ab-
sent at a continuous half of the time period (see Section.
The time period T4 contains the Christmas and New Year
holidays. So, we suppose that the transitions Ts — T4 and
T4 — Ts catch users vacancies (holidays). While the groups
A1 (the permanent model) and A2 lose about 12% and 17%,
respectively, of their users at T4 for benefit of C (usually,
they lose 7% and 11%, resp.), the outflow of users from the
office worker model B to the cluster C raises up to 32%,
being usually at 8.5% at different periods T;. The periodic
structure of B corresponds to the weekly periodical activity
(e.g., as of an office worker, see Fig. |2} col. “B”), that is, the
users whose activity is weekly periodical and occurs mostly

9Fach user from U, possesses 5 periodicity patterns (one
per each 4-week time period T;,7 = 1,..,5), each of these
patterns is utilized in the k-means algorithm.
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within working days, are significantly subjected to vacation
seasons. It is the second argument, which supports our sup-
position. So, people take a holiday during a year and the
vast majority of them are taken near the Christmas, which is
identified by the observed long-term changes of the holiday
model C.

In order to identify users who do not change their periodic-
ity models, we present in Table col. (I) the proportions of
users that have the same periodicity model across all 4-week
time periods w.r.t. the size of the periodicity model group
at the first 4-week period T;. We see that only the perma-
nent model A1l of the search engine usage has a significant
fraction (28.6%) of users with stable periodicity model, the
second one (by a large margin) is the office worker model B.
Further, we join the periodicity models into sets of models
and, for each set, we calculate the proportions of users whose
periodicity model holds in the set across all 4-week time pe-
riods (i.e., users oscillate between models in the set) w.r.t.
the sum of the sizes of the set’s periodicity model groups
at the first 4-week period Ti. These proportions of users
who oscillate between 2, 4, and 5 models across the 20-week
period are presented in Table [[] at the bottom triangle un-
der the diagonal of col. (II), at the top triangle above the
diagonal of col. (II), and at col. (III) respectively. A cell
in raw X and column Y of the upper triangle of col. (ITI)
corresponds to the set of 4 models, which does not contain
models X, Y. A cell in raw X from col. (III) corresponds
to the set of 5 models, which does not contain model X. For
instance, the cell (B, D1) reports that 56.4% of users who
have periodicity models A1, A2, C, or D2 (a set of mod-
els) at the first period T:1 do not leave these 4 models in the
next 4 periods. We see that the oscillation between A1 and
A2 models is most stable among all 2-model oscillations.
Meanwhile, we see that the best stable 5-model oscillation
is the one which does not include the office worker model B,
which represents weekly periodicity. Thus, we identified the
following stable user behaviors: (a) a user is likely to use
search engine permanently if she has the same usage at the
initial time period; (b) it is unlikely that user will behave as
an office worker if she did not do it at the initial time period.

Summarizing the results, first, we found that the period-
icity behavior encoded in the periodicity patterns is signif-
icantly more stable in long-term perspective than the user
behavior data presented in the time domain. Second, we
found that the users with definitive models of periodicity
behavior stick to one periodicity model across months and
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Table 1: Fraction of users that have stable period-
icity model across 20 weeks (I) and that oscillate
between 2 (the bottom triangle of (II)), 4 (the top
triangle of (II)), and 5 (III) models.

I

O a1 T A2 B( )c pr T oz ] D
A1]|[28.6% — 126.1%(35.6%(27.7%122.2%130.1%|| 52.3%
A2 1.9% ||36.6%| — |27.6%(24.5%|30.4%|32.8% | 40.3%
B || 3.3% (122.9%| 5.5% —  |47.9%|56.4%|53.6% || 74.4%
C | 0.2% [|27.7%]| 5.4% [11.8%| — 45% | 45% 59.3%
D1 0.9% [/20.2%| 6.1% | 7.9% | 3.1% — |55.2%]|| 66.2%
D2|| 0.8% |[22.7%| 6% 3.4% | 1.3% | 4.5% — 68.4%

the changes in their models are mostly become caused by
changes in their life style (e.g., taking Christmas holidays).
Finally, we conclude that the periodicity patterns catch in-
dividual user traits that are mostly stable during a long time
period. It is the answer to the RQ2.

7. SEARCH ENGINE QUALITY METRICS

In this section we show how the periodicity patterns of
user engagement could be used as evaluation metrics of the
search engine quality.

Quality evaluation problem. The quality could be
measured at different stages of the search engine develop-
ment processes and for changes in different components of
the system. User engagement metrics are believed to be the
most relevant to the company profit and they are able to
quantify the quality of changes in any service component on
the same measurement scale. Therefore, these metrics are
the most universal and are used to qualify the appropriate-
ness of lower-level quality metrics developed for more spe-
cific development tasks. A measure claimed to be used as a
quality metric should be validated in a series of experiments.
These experiments should show that (a) the deviation of the
measure from zero is not significant in a comparison of two
identical versions of the service and (b) the metric indicates
a significant difference of two versions of the system (usually,
the current production version and another one with some
artificial deterioration).

In order to compare two states of the service, we apply the
technique of A/B experiments (A/B tests) [13], which
is widely used in search engine evaluation. The essence of
the method consists in sampling of two groups of users (A
and B) from the whole flow of users of the service. The
users from the group A (the control group) and B (the treat-
ment group) are exposed during some time period to the
old service version and to the new one, respectively. Af-
ter the experimentation time period, the quality metric is
calculated for these users, and the relative difference of the
average values over the user groups is calculated:

Diff = x - (avg s (m) — avg, (m))/avg , (m ]

Nonetheless, the quantity Diff could not serve itself as an in-
dicator of positive or negative consequences of the evaluated
update of the search engine. The relative difference of the
averaged values should be controlled by a statistical signifi-
cance test. In our study, we apply two-sample t-test (as in
) to decide weather the metric aggregated over users
from the treatment group is significantly larger or smaller

20The factor x is randomly chosen once in our study in order
to hide real values for confidentiality reasons.
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Figure 8: Results of 5 control experiments (A/A
tests) for 4 user engagement features, for A and Ay
transformations (avg/max/min of Diff and lgpyal).

than that aggregated over users from control one. We con-
sidered a commonly used threshold pya; = 0.05 for the p-
value of the test. We also use decimal logarithm lgpya1 in
our figures whose threshold is 1g pya1 = 1g0.05 ~ —1.3.
Experiment setup. In our work, we conduct 25 A/B
experiments in total: 3 for different changes in the ranking
algorithm, 5 for the engine response time increase, 12 for
different changes in the user interface, and 5 control experi-
ments (so-called A/A tests |3]), where old and new versions
of the system coincide. Each experimentation has 14-day
time period, which is motivated by the following arguments.
On the one hand, the experiment duration directly affects
the speed of the decision to ship the service update, and,
therefore, it should be as short as possible. On the other
hand, the difference in behavior of control and treatment
groups should be obtained on the desirable level of statistical
significance, which also depends on the length of the period.
The study [21] of user engagement metrics (cntSess) w.r.t.
A /B tests shows that the metric aggregated over one day
of experiment has poor significance level, and it is recom-
mended [13] to accumulate metric values at 2-week period.
Our periodicity patterns and amplitudes of user engage-
ment are believed to be a good extension of existing quality
metrics based on user engagement, because they are alterna-
tive approaches of metric accumulation (besides the summa-
tion and averaging), and we rely on the following intuition.
The periodicity pattern encodes variation of a user behavior
over time. It tends to 0, if the variation is low, and tends
to 1 otherwise (as it observed in Sections [5| and @ Hence,
a negative or positive change in a search engine component
influences user behavior in some of her search task thus,
it changes user behavior variation and, therefore, her peri-
odicity pattern. So, in this section (unlike the remainder
of the paper), we use the DFT for the time series with the
length N = 14 and, therefore, the truncated amplitude vec-
tor has the length [N/2] + 1 = 8. So, we investigate 56 new
scalar user engagement metrics: for each user engagement
feature {cntSess, tmSess, cntQu, cntCl} (see Section with
the time series x, we study the amplitudes A(x), and their
normalized values An(X)r,k = 1,..,7 (the periodicity pat-
tern). The amplitude A(x)o is the average value of the time
series x, therefore, it serves as the baseline metri
Experimental results. First of all, we present the re-
sults for 5 control experiments (A/A tests) in Fig. |8 (the
average and the max/min values of Diff and lg pya w.r.t. 5

21Usually a search engine update is noticeable in very small
number of scenarios of interaction with the web service.
22The average value of cntSess was studied in [21].
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Figure 9: Results of the swap-2 ranking deteriora-
tion (A/B tests) for A and Ay transformations.

obtained values). We see that, for almost all metrics, the
average value of Diff is near zero. Expectedly, the signifi-
cance levels of A/A tests averaged over each metric are very
low (pva1 > 107%72). Meanwhile, some metrics catch a sig-
nificant difference (the p-value < 0.05 or 1g pyai < —1.3) be-
tween equal versions of the web service on one control exper-
iment among 5: two amplitudes ({A(tmSess)y}r=1,5) and
some normalized ones (An(tmSess)7, {An(cntCl)i}rx1,s,
and {An(cntQu)k}rxa). The number of passed control ex-
periments by each metrics is reported as the first number in
the cells of Table

Ranking quality evaluation. Now we apply our metrics to
evaluate the search engine changes. We start from the rank-
ing algorithm that is the main component of the service. In
the first experiment, we swap two random results from the
first quintuple with two random ones from the second quin-
tuple in all results presented for the treatment group B (the
“swap-2” experiment). The results of the experiment are
presented in Fig.[0] One could see that all normalized am-
plitudes Axs of all user engagement measures provide a very
high significance level (pya; < 107377) and strongly outper-
form the corresponding baseline average values A(-)o w.r.t.
the significance level. Moreover, we learn that amplitudes
A of the presence time tmSess and the number of clicks
cntCl have also a high significance level (pvai < 1072'56)
and almost all of them outperform the baseline average val-
ues A( - )o by the significance level. The number of queries
cntQu has some significant amplitudes, but all of them are
outperformed by the average value. The same is valid for the
number of sessions cntSess, but the amplitude A(cntSess)s
outperforms the baseline metric.

We conduct two other experiments whose ranking deteri-
oration are weaker than the one of the “swap-2” experiment.
They are personalization switch off (“PersOff”) and the swap
of the second and the fourth results (“2-4-swap”). Unfor-
tunately, only a few metrics catch significant differences in
these experiments: they are the amplitudes A(cntSess)r—3,7
and A(cntQu)r (pear < 10757, the normalized amplitudes
An(cntSess)p—13, and Ax(cntQu)r (pvar < 10736) for
“PersOff”, and the amplitude A(cntSess)s (pval < 1071'303)
for “2-4-swap”. For the baseline average values A( - )o, p-
values do not pass the threshold of 0.05. Finally, we report
the number of ranking experiments passed by each metric
as the first digit of the superscript in the cells of Table

Evaluation of UI changes. The second main component of
any web service is the user interface (UI). In Fig. and
Fig. we demonstrate the results for 7 A/B experiments
on heavy UI changes and 5 A/B experiments on light Ul
changes correspondingly (the average and the max/min val-
ues of Diff and lg pya1). The heavy UI changes include dete-
rioration of link colors, margins, opacity, and fonts of the
search results, whereas the light changes include neutral
variations of the UL. We see that a part of the heavy UI
changes is caught by almost all metrics, however, ampli-
tudes of the presence time tmSess and the number of clicks
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Figure 11: Results of 5 light UI change experiments
for 4 user engagement features, A and Ay transfor-
mations (avg/max/min values of Diff and 1g pyai).

cntCl have p-value higher than 0.1 at average. On the con-
trary, their normalized amplitudes catch all the changes in
the UI on a highly significant level (outlined by red boxes
in both figures) and outperform the baseline average met-
rics A(+)o. As well, these 14 metrics detect light UI changes
as significant, whereas the other metrics detect no significant
differences (see Fig. . We conclude that the periodicity
patterns of the presence time tmSess and the number of
clicks entCl could be effectively applied to evaluate changes
of the UI. We report the number of Ul experiments passed
by each metric by the first and the second digits of the sub-
script in the cells of Table

Evaluation of server slowdown. We conduct 5 A /B experi-
ments, where the server response time is artificially increased
by mT second m = 1,..,5. We find that only the normal-
ized amplitudes Ax of the presence time tmSess detected
both of the two largest response time increments as signif-
icant changes (almost all pya < 1072). These metrics out-
perform the baseline, see Fig. We report the number of
response time experiments passed by other metrics by the
second digit of the superscript in the cells of Table [2]

Discussion. The results of all 25 A/B experiments for all
60 studied quality metrics are summarized in Table 2} the
first number in a cell is the number of passed (pyar > 0.05)
control experiments (5 in total) and the second one is the
number of passed (pvai < 0.05) deterioration experiments
(20 in total). The latter one is detailed by indexes in the
cell: the digits in the superscripts report the numbers of
passed ranking (3 in total) and response time (5 in total)
experiments; the ones in the subscripts report the number of
passed UI (7 in total) and light UI (5 in total) experiments.

In each row of Table 2] we chose the best metrics in the
following way. Among quality metrics that pass all 5 control

23The factor 7 is hidden for confidentiality reasons.
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Figure 12: Results of 2 experiments with response
time increasing for the presence time metric, for A
and Ay transformations.

experiments, we highlighted in boldface the ones with the
highest number of passed deterioration experiments. Among
quality metrics that pass 4 control experiments, we also
chose those with the highest number of passed deterioration
experiments. In the cases, when this number exceeds that
of the best metrics without fails on control experiments, we
highlight the metric in blue color. The first column contains
4 baseline metrics (BS).

The significant deterioration of the main web service com-
ponent leads to strong changes in all metrics (all normalized
amplitudes Ax and almost all amplitudes A for the “swap-
2” experiment, Fig. E[) But, when a change becomes less
noticeable, different metrics show different sensitivity lev-
els. Some studied metrics are sensitive to all changes in any
component of the search engine (e.g., metrics derived from
the presence time tmSess), the others specialize on catch-
ing differences in only one component (e.g., some metrics
derived from the number of queries cntQu for “PersOff” ex-
periment). If we allow using metrics that fail one of the
control experiment, we obtain several quality metrics based
on cntQu, which are more sensitive than the cntQu-based
metrics without such fails (the last row in Table .

All metrics derived form the session count cntSess well
pass the control A/A experiments and some of them catch
both the ranking changes (A tend to grow, whereas A
tend to drop) and some UI changes (both A and Ax tend
to drop). The metrics derived from the presence time tmSess
are most sensitive and almost all of them catch all types of
studied changes with very high statistical significance level.
The values Diff of the normalized amplitudes Axs(tmSess)
for the response time changes are 5 times larger than the
ones for the ranking changes. The metrics derived from the
click count cntCl show the results similar to those for the
presence time tmSess (except for the response time changes).
This is naturally enough, since additional clicks lead to ad-
ditional presence time. This assumption is supported by the
results for the response time changes, where the changes in
the presence time are caused by the engine efficiency and not
by the user behavior. The metrics derived from the query
count cntQu show their advantage on the experiment with
personalization switching off, where one of its amplitudes
and one of its normalized amplitudes outperform the base-
line quality metrics. The users exposed to non-personalized
results tend to submit more queries for some search tasks,
what causes the changes in the periodicity amplitudes.

Finally, we conclude that the baseline quality metrics are
significantly outperformed by vast majority of the new peri-
odicity metrics both in terms of significance level (p-value)
and sensitivity to different search engine changes. It is the
answer to the RQ3.

8.  CONCLUSIONS AND FUTURE WORK

In our work, we introduced the periodicity pattern (by
means of the DFT) as an unified form for representation of
user behavior periodicity. Namely, for a user, for 4-week pe-



Table 2: The number of passed A /B experiments by each of the 60 quality metrics (see Section Ij for details).
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riod, for 4 time series (the number of sessions, the presence
time, the number queries and the number of clicks) we stud-
ied the amplitudes of the sine waves which compose the time
series w.r.t. the DFT. Our basic and cluster analyses of user
periodicity behavior show, that the periodicity patterns pro-
vide strong identification of several large user clusters with
common coherent periodicity behavior.

Then, we studied how the periodicity patterns describe a
long-term user behavior (during 20-week period). We found
that the periodicity behavior, encoded in the periodicity pat-
terns, is significantly more stable in long-term perspective
than the user behavior data ranged by time. We find also
that the users with definitive models of periodicity behav-
ior stick to one periodicity model across months and the
changes in their models are mostly caused by the changes
in their life style (e.g., taking Christmas holidays). Thus,
the periodicity patterns catch individual user traits that are
mostly stable during a long time period.

We applied our periodicity patterns to a practical prob-
lem. We used the periodicity patterns as quality metrics (56
new scalar metrics in total) of search engine changes (such
as the ranking algorithm, the Ul, and the engine efficiency
changes) by means of A/B tests. We found that the base-
line quality metrics are significantly outperformed by vast
majority of the new periodicity metrics both in terms of sig-
nificance level (p-value) and sensitivity to different search
engine changes.

Future work. We believe that our periodicity patterns
will be of interest to researchers to be used in many practical
problems. Our work is the first touch in this area, and in
the future we can, first, extend the set of user engagement
measures by investigating more sophisticated ones. Second,
we can study the periodicity of user behavior across several
web services. Third, we can also experiment with the size of
the time window, e.g., study the periodicity patterns within
a day. Finally, we can study the relationships between the
periodicity user engagement metrics and other search engine
quality metrics such as satisfaction, switching, etc.
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