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ABSTRACT
As a fundamental tool in modeling and analyzing social,
and information networks, large-scale graph mining is an
important component of any tool set for big data analy-
sis. Processing graphs with hundreds of billions of edges
is only possible via developing distributed algorithms under
distributed graph mining frameworks such as MapReduce,
Pregel, Gigraph, and alike. For these distributed algorithms
to work well in practice, we need to take into account several
metrics such as the number of rounds of computation and
the communication complexity of each round. For example,
given the popularity and ease-of-use of MapReduce frame-
work, developing practical algorithms with good theoretical
guarantees for basic graph algorithms is a problem of great
importance.

In this tutorial, we first discuss how to design and imple-
ment algorithms based on traditional MapReduce architec-
ture. In this regard, we discuss various basic graph theoretic
problems such as computing connected components, maxi-
mum matching, MST, counting triangle and overlapping or
balanced clustering. We discuss a computation model for
MapReduce and describe the sampling, filtering, local ran-
dom walk, and core-set techniques to develop efficient al-
gorithms in this framework. At the end, we explore the
possibility of employing other distributed graph processing
frameworks. In particular, we study the effect of augment-
ing MapReduce with a distributed hash table (DHT) service
and also discuss the use of a new graph processing frame-
work called ASYMP based on asynchronous message-passing
method. In particular, we will show that using ASyMP, one
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can improve the CPU usage, and achieve significantly im-
proved running time.
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